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Calculus and NLP

+ Our main use case is finding minima
. (typicall) trained by aloss

 functon

where minima are.

« Integrals will also be handy for calculating probabilities

Today’s plan

Very brief introductions to
+ Limits
- We are mainy interested n for defning deivatives
« Derivatives
~ Are thecentral toic for us:raning an M. sysem rlis on derivation (but
there are also ther Iteresting uses)
« Integrals

Limits

‘L " %
(asbitrarily close, but ot equal) to some vale
+ Wewrite
i )
for the value o function f as x approaches o ¢
« If the value of the function at x = ¢ is a number, the limit is f(c)

lim xF = 22 =
fss

~ Mainly for p , the deriva also
be incomplete « I the result is oo, the limit does not exist
. the function defined.
£0x)i5.0/0, 00/00, 00 — 00

Example (1)

e

More precisely,

Example (2)

1
tim ©
: 3
lim = oo imit does not exis
Jim & lmit does not exist :

Example (3)

Raules for limits.

« lim (Fx) + glx)

Jim () + lim glx)

« lim af(x) = a lim f(x)

+ Jim ((x)g(x)) = Jim f(x) Jim g(x)

Derivatives

+ Derivative of  function f(x] i another function f'(x) indicating the rate o
changein fx)

+ Alternatively: /(x) = $£(x)

« When s, line
given point

+ Example from physics: velocty isthe derivative of the position

+ Our main interest:

p »
inflection points)

the curve defined by the function

Example: derivatives

« 1/[x) is negative when f(x] is
decreasing, positive when itis
increasing,

« The absolute value of 1'(x) indicates
how fast (x] changes when x
changes

« ¥/(x) = 0 whenat a stationary point

« ¥'(a) isa (g00d) approximation to
the f(x) near the a.

Derivative of a function
definiion

i+ 4)

(x) = i

fx+A) = flx)
An A

)

Example: calculating derivatives using the definition




Some derivatives to know

« Powers: fex = !

 Trigonometic functions:

General rules for derivatives

« Sum rule:

a

L p1x) 4 gl = r(x) + L gix)

B3]+ 906) = ) + gl

« Product rule: N A N
S8 = 9(8) 03] + 106 i)

sin(x) = cos(x)
& coslx) = —sin(x) + Quotient rule:
& tan(x) = 1+ tan?(x) ) gD 1 w Lolv)
« Powersof e: dkex = e o
« Natural logarithm: & In(x) « Chain rule: if f(x) = hig(x))
H-BE o =Wl

Cain rule: examples Derivatives and extrema
i o
o
+ Derivative of afunction is 0 at
minimum, maximum and inflection
nts
+ Derivativeis useful for optimization
(minimization of maximization)
problems
+ We need additonal tests to
determine the type o citcal points
Higher order derivatives Second derivatives and extrema
 Higher iy second derivati ful
applications
~ Determining the type of criica points + Second derivatives are uscful for
 Polyromia spprosimations o ancions determining the type of critcal points
+ Notation = 7030 < 01 (v s concave down (1)
T eoond detativs (6 = £ Z 10 it (0 i comeaveup ()
- n™" derivative: f™/(x) + — £7(x) = 0if f(3 flat
Differentiability

Differentiable functions and continuity

pointin its

“A
domain

« This concept is
on derivatives

important when we wan to use optimization techniques based

but

. A
necessarily differentiable

Are these functions diferentisble?

Partial derivatives and gradient

~InML, in (error) functions

with respect toa

.A
:mgk\nnable, noted 3

oG led grdien, is th vector o p with
respoct o eachvariable
(2 e
Vil o) (d” })

+ Gradient points to the direction of the steepest change
« Example: if fx,y) = x* + yx

Vil y) = (3 +y,x)

Gradient visualization

Gradients:

Integrals

« Integral is the reverse of the
derivative (anti-derivative)

« The indefinite integral of fx) is
noted Fix] = [ f(x)dx

+ Weare often interested in definite
integrals

[ t0ax =701~ rla)

« Integral gives the area under the

Numeric integrals & infinite sums

« As the width of the rectangles

converges to the area under the
« Integration is ‘infinite summation’
 When integration is not possible
with analytic methods, we resort to
numeric integration

|’
|’




Summa next

We reviewed three main concepts from calculus
+ Limits
+ Derivatives
+ Integrals
Next
+ Reg;

ssion again: through gradient optimization

+ Introduction to probability theory

Further reading

+ A nice video series: https
PLZHQUBOWTADMS K- 53D
+ No concrete reading suj

https: //wus. openculture. c

//ww. youtube . con/playlistTlist=

WVRMYO3t5Ye
tions, but check
/free-nath-textbooks



https://www.youtube.com/playlist?list=PLZHQObOWTQDMsr9K-rj53DwVRMYO3t5Yr
https://www.youtube.com/playlist?list=PLZHQObOWTQDMsr9K-rj53DwVRMYO3t5Yr
https://www.openculture.com/free-math-textbooks
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