Quick recap
Linear algebra: solving systems of linear equations
Staistcal Natural Language Processing 1
Sofar we reviewed:
+ Vectors, matrices
AT + Operations on vectors and matrices
University of Tabingen « Dot product
i o Syttt i mariptieation
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+ Linearity and linear combinations

Today’s lecture Solving systems of linear equations

an example

Solve

+ More concepts from linear algebra
+ From the second equation: x; = 2x — 1
- Solving systems of inear equations
~ Vector independence, maix rank, vector spaces, span, basis « Substituting this in the second equation:
- Matrix inverse
xi— (20 -1

x=2xa+1=-1
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Solving systems of linear equations

Solving systems of linear equations
Geometri rpretation (1)

Geometricimrpretation 2)

+ + The solution satisfies the >
+ The solution s the N linear combination of the f
e ti f the lines x column vectors.
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Row elimination Row elimination
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~ Mulliply one of the ows with a norzero scalar
— Add (or subtract) a multiple of one row from another « This corresponds to:
where we already see xz =3
. a =2

A (slightly) difficult example

<olution i< now essy thraugh back substitution

Visualizing solution in 3D

« Each cquation defines a plane
« Intersection of two planes is a line in
R

+ Intersection of three planesis a point

e y
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Question: I this always true?
‘The solution as a linear combination An exercise
Our caier solution Solve,
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Can we sove this equation or any right-handt-side 3-vector?




Singular matrices and matrix rank

B I ‘mare rows with all zeros, th
o be singular

« This means - effectively - we have fewer equations than unknowns

b forany

we can find a

B
right-hand side
‘matrix resul her none or an

The

infinite number of solutions
« The number of columns (or rows) with a pivot i clled the runk of the matrix
+ Anon-singular square matrix s said to be full-rank

A two-dimensional example
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A two-dimensional example

Demonstration o no solution
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« Lines are parallel o each other: no.
intersection, no solution

A two-dimensional example
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‘bound to be on the.

dottéd line: no linear combination

- can produce |
A two-dimensional example A two-dimensional example
Demonstrationof infinite umbe ofsolutions (another view,

Demonstzation of nfinte number of soutions
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line is asolution

« Lines are identical: any point on the I
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« More?

Inverse matrix
« If we have a single linear equation with a single unknown: ax = b, the
solution is R
x=1b or x=a'b
 We can use an analogous method with systems of linear equations

b

if Ax=b then, x=

« Matrix dofined for sq (notall
invertible)
« When texists, A~'A = A~ = 1
I sqare maii i e avrsion ofeliminatoncanbe st find the
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Matrix inversion example/exercise

Tnvert the following matrix:

e
Properties of matrix inverse LU dccompmmnn
into two matrices: 2
e
et
 Sometimes a permutation of the original matrix s needed
PA- LU
“w be computed from the results of the row
climination:
- Elmivation gives us U
i the nverse L
.w other linear
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Independence Span, basis, and vector spaces

« Asetof vectors vi,

+ Allrnatively, the colurmn (and row)vectors of a matrix isdependent if
has a non-zero solution
« Column (and row) vectors of a square matrix are independent if al columns
have a non-zero pivot after row climination
« Column vectors of a square matrix are independent if and only if row vectors
are also independent

trix has full

v are dependent if any of the vectors can be obtained by
thers, de

K

+ A set of d independent vectors are said to span a d-dimensional vector
(sub)space. For example,
1 [0
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span the whole B
« Any set of vectors that span a vector space forms a basis for that vector space.

+ Any vector in a vector space can be expressed as a linear combination of (any
of) the basis for that vector space
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+ Column vectors of a square matrix are independent if the matrix has an

« The equation Ax = b has a solution if b i in the vector space spanned by
columns of A




Four spaces of a matrix

Four spaces of a matrix
A2z cample
Givena matrix A,

+ Columns space of A s by the matrix T RL z
+ Row space of A isthe space spanned by the rows of the matrix . .
+ Nullspace of A isthe set of vectorsx that satsfy Ax = 0 % o=t
~ All vectors in the null space of A are orthogonal to the rows of A [ T ) 3 ~
o Null <parmfA' is the set of vectors x that satisfy ATx = 0, orxA = 07, Hf 5,
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Systems of equations with rectangular matrices Systems of equations with rectangular matrices

« This means . m rectangular matrices with n < m, + This means n.x m rectangular matrices with m < n,
« Note: the rank of such a matrix s always < n + Note: the rank of such a matrix s always < m.
+ Exercise: solve « Exercise: solve
x 42 10
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« In this case we have omiEI o
~ nosoluton fankr < (rumberof rows) - aunique soluton i E e matrix
ity many soluion i rank r = o solution thervise

« We will work with this case more often

Visualizing non-solution

(1) equatons as ines n 2 dimensional space

Visualizing non-solution
(@) column space and the vecor b
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+ The vector . (scaled to half

in the figure) is noton the plane
+ We express w asa linear
combination of of  and w

Summary / next Further reading

« Solving sets of linear equations, Ax = b, is the focus of linear algebra

. umber

+ Wealso touched on the concepts of
- independence of sets o vectors.

the matrix A

= Any of the linear algebra references provided earler.
~ basis
= span
- matrix rank, column row null space
Next:
.U
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